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**Abstract.** Lameness is a vital welfare issue in most sheep farming countries, including the UK. The pre-detection at the farm level could prevent the disease from becoming chronic. The development of wearable sensor technologies enables the idea of remotely monitoring the changes in animal movements which relate to lameness. In this study, 3D-acceleration, 3D-orientation, and 3D-linear acceleration sensor data were recorded at ten samples per second via the sensor attached to sheep neck collar. This research aimed at determining the best accuracy among various supervised machine learning techniques which can predict the early signs of lameness while the sheep are walking on a flat field. The most influencing predictors for lameness indication were also addressed here. The experimental results revealed that the Decision Tree classifier has the highest accuracy of 75.46%, and the orientation sensor data (angles) around the neck are the strongest predictors to differentiate among severely lame, mildly lame and sound classes of sheep.
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1 Introduction

Lameness is a painful impaired movement disorder, which relates to an animal’s locomotion system and causes a deviation from normal gait or posture [1]. In sheep, footrot is the most common cause, resulting in 90% of the sheep lameness cases in the UK [2][3]. Unfortunately, lameness has a negative impact on the sheep industry and overall farm productivity. Statistics from the Agriculture and Horticulture Development Board (AHDB) estimated the annual UK economic loss to be £10 for each ewe in 2016 [4]. The underlying reasons for the commercial loss in the UK sheep industry can be related to declines in various outcomes, including sheep body condition; lambing percentage; lamb birth weight; growth rate in lambs; wool growth; milk production and poor fertility in rams [5]. Hence, the lameness is listed as one of the main causes for sheep culling beside infertility and mastitis [6][7].

 Although lameness is endemic and cannot be eradicated entirely, the early detection of lameness will prevent the condition from spreading quickly within the flock. Thus, the advantages of early lameness detection can maximise the farm’s income, enhancing sheep welfare to improving the entire flock performance and reducing the veterinary, medicine, and labour costs [5]

2 Lameness Detection

Since the indication for lameness correlates with changes in animal posture, gait, or behaviour, previous studies have utilised different types of data collection and data analysis methods which were applied in various ways for lameness detection in cattle. However, there is a paucity of research studies of sheep lameness detection.

2.1 Data Collection Methods

Initially, lameness was assessed by trained observers who scored the lameness level via a numerical rating system (NRS). Although the subjective method for scoring lameness can be implemented with no technical equipment and could suit on-farm assessment, it lacks the objective reliability [8].

Alternatively, surveillance cameras were used to record gait measurements which relate to lameness in the cows to be tested by computer vision techniques. For instance, back arch curvature was studied by [9][10][11], the body movements pattern was explored by [12], and the step overlap was investigated in cattle by [13][14]. Despite the extraction of features that strongly relate to gait variables from computer vision techniques, as investigated by many authors, the implementation of computer vision techniques on the farm is still a challenging task [15].

Various sensor systems have been developed to evaluate animal movements using either leg mounted sensors or neck attached sensors. Most of the studies that have implemented data collection via sensors to detect lameness were undertaken with cattle rather than sheep. Mainly, the sensor devices that attached to the cow’s leg, pedometers, were used [16] to calculate the mean number of steps per hour as an indicator for lameness in cattle, whereas in [6] the researcher depended on the measurement of the activity and lying behaviour for lameness indication.

Accelerometers have also been mounted to the leg to measure the gait features in relation to cow lameness. For example, the differences in the symmetry of variance for the forward acceleration of the hind legs of the cow were explored in [17]; the acceleration of legs and back of the cow was investigated in [18]; while the researcher in [19] measured the lying and standing time, the number of lying bouts, and step count to identify the characteristic of the lame limb. Statistically, the early signs of lameness were illustrated by [20] by performing the Principal Component Analysis (PCA). Furthermore, a neck acceleration sensor was also explored in a pilot study that was conducted by [21] to investigate the relationship between the mobility score and the neck acceleration measurements which linked to the lame cow by using statistical kurtosis measurement.

2.2 Data Analysis Approaches

The resulting information from sensor-based data calls for more professional and precise approaches to analyse such relatively large data sets, in order to classify and infer animal behaviour. The concept of ‘reality mining’ has explored the idea of cross-collaboration between disciplines to produce more integrated approaches [22]. Therefore, Data Mining techniques, which are a confluence of many disciplines [23], have been used to analyse the sensor-based data to classify various behavioural types that could have played an important role to detect some illness concerns such as lameness.

Machine Learning (ML) is one set of techniques adopted within data mining which investigates how computers learn from the data set to enhance the performance of the tested algorithm automatically. Supervised ML algorithms (classification) can identify a complex pattern (class) of new test data, based on the attributes of previously known classes of training data sets, and predict an intelligent decision [21].

Apart from lameness detection, analysis methods and different classification approaches have mostly investigated different sensor-based data to identify a wide range of behaviour patterns for various species including cattle and sheep. The following two tables (1 & 2) display the research studies which classify cattle and sheep behaviour by using ML with sensor-based data predictors.

**Table 1.** Cattle behaviour classification in research studies

|  |  |  |
| --- | --- | --- |
| Classification methods [Reference] | Sensor type / position | Classify into |
| Decision Tree [24]  | 2D accelerometers / neck | Active and inactive |
| Decision Tree [25] | 3D accelerometers / leg | Standing, lying, and walking |
| Decision Tree [26] | 3D accelerometers / neck | Foraging, ruminating, travelling, and resting |
| Ensemble [27] | 3D accelerometers & manometer / neck | Grazing, ruminating, resting, and walking |
| CART [28] | GPS sensor / neck | Foraging, lying, standing and walking |
| HMM [29] | GPS, 3D accelerometer, 3D manometer / neck | Animal movements and transition behaviour |
| Multi-class SVM [30] | 3D accelerometer / neck | Standing, lying, ruminating, and feeding |
| Decision Tree [31] | 3D Accelerometer/ neck | Lying, standing, feeding |

Table 2. Sheep behaviour classification in research studies

|  |  |  |
| --- | --- | --- |
| Classification methods [Reference] | Sensor type / position | Classify into |
| LDA, Classification Tree, and developed Decision Tree [32] | Pitch & Roll tilt sensor / neck | Active and inactive |
| LDA, QDA [33] | 3D accelerometers / neck | Lying, standing, walking, running and grazing |
| Decision Tree [34] | 3D accelerometer / under the jaw | Grazing, lying, running, standing and walking |
| Statistical analysis methods [35] | 3D accelerometer / under the jaw | Grazing, ruminating and resting |

3 Research Method

Predominantly, the previous studies have investigated how to detect lameness in dairy cattle and how to classify their behaviour depending on ML techniques, while the undertaken research explored lameness detection in sheep via the classification of acceleration orientation and linear acceleration data that were retrieved from a mounted sensor within a neck collar.

3.1 Data Collection

The data were collected from Lodge Farm, Moulton College in Northamptonshire, UK, in January 2017 from seven sheep which were labelled as purple, green, and neutral by a trained shepherd to indicate ‘severely lame’, ‘mildly lame’, and ‘sound’ respectively. A Galaxy S4 Android 5.0 mobile device was attached to the sheep neck collar to record built in sensor data via a free Android sensor application called SensoDuino [36].

In the study, SensoDuino recorded three-dimensional acceleration, linear acceleration, and orientation sensor data into a log file in the SD card of the mobile device for later data analysis. The measurements were logged for 3-7 minutes while the sheep was walking on a flat field at ten samples per second. The video footages were also taken as ground truth recordings. Fig. 1 shows the sensor position on the sheep neck at the farm.

*Remark 1.* The ethical approval and risk assessment request to visit the Lodge Farm and collect the data about the sheep movements via a sensor neck collar was authorised by the Moulton College research committee in April 2016.



Fig. 1. Sensor deployment on the Lodge Farm.

3.2 Raw Data Interpretation

The accelerometer sensor calculates the changes in movements involving the gravity around three axes, while the linear acceleration measurements exclude it. Whereas, the orientation calculates the value of the angles around the neck (in degrees) for three dimensions.

The initial plotting of the raw data and its class are shown in Fig. 2. It is visually interpreted that the sound class and non-sound class (severely and mildly lame) can be linearly separated in Fig. 2.c. Therefore, the orientation group can be the best indicator for lameness in sheep. However, the severely lame and mildly lame class are overlapped and challenging to distinguish.

On the other hand, the acceleration data group (Fig 2.a) has less impact than the orientation group, while the linear acceleration data (Fig 2.b) may not be as useful as a single predictor because of no gravity measurements here.

|  |  |  |
| --- | --- | --- |
| 2 | 3 | 4 |
| a. Acceleration sensor data  | b. Linear acceleration sensor data  | c. Orientation sensor data  |
| Fig. 2. Sensor raw data plotting and its class. |

3.3 Raw Data Preparation for ML Classifier

In this pilot study, recordings from seven sheep were considered, their details are listed in Table 3. Each recording refers to the sheep that had been mounted with the SensoDuino sensor that retrieved ten10 readings per second. The lameness class for the participant sheep was either severely lame, mildly lame or sound.

Table 3. Details of the collected data

|  |  |  |
| --- | --- | --- |
| File name  | Total samples(10 samples per second)  | Sheep status |
| L1\_severe | 2961 | severely lame  |
| L1\_mild | 4181 | mildly lame  |
| S1 | 4050 | sound |
| L2\_severe | 4292 | severely lame |
| L2\_mild | 2211 | mildly lame |
| S2  | 2741 | sound |
| S7 | 1626 | sound |

The input data to the classifier model, implemented in Matlab (Mathworks, USA) to be trained include acceleration data (Acc\_x, Acc\_y, Acc\_z), linear acceleration data (AccLin\_x, AccLin\_y, AccLin\_z), and orientation data (Azimuth, Pitch, Roll). Furthermore, another column was added to the previous nine input columns that indicated the status class of the sheep as either severely lame, mildly lame or sound. The *L1\_severe* file (relating to a severely lame sheep) was divided into two files, one used to train the model and the other for testing the model. The same procedure was implemented to *L1\_mild* and *S1* files that relate to mildly lame and sound sheep respectively. Fig. 3 illustrates how the data files were prepared for Matlab learner classifier. It also shows how the model was built and tested.



Fig. 3. Raw data preparation for ML classifier.

4 Initial Results and Discussion

A pilot study was applied to investigate the current supervised machine learning techniques which produced promising results regarding the best classifier performance, the strongest predictor group, and testing the prediction accuracy for the built models with new data set.

4.1 Investigation of the Best Classifier

****The main experiment was conducted to evaluate the effective classifier for lameness detection when all nine predictors were used to train the model. The results in Fig. 4 show that the Simple Tree classifier (decision tree) has the highest test accuracy of 75.46% when it is tested with *Test\_data* file (see Fig. 3).

**Fig. 4.** MatLab classifier accuracy for (3 Acc, 3 AccLin, and 3 Angles) readings of SensoDuino.

The overall accuracy of the classifier performance and the sensitivity to predict each class separately are calculated by equation (1) and (2) respectively as follows:

|  |  |
| --- | --- |
| $$Classifier accuracy =\frac{Number of correct predictions}{Total number of predictions}$$ $$ =\frac{(TP+TN)}{(TP+TN+FP+FN)}$$ | (**1**) |
| $$The Sensitivity =\frac{TP}{\left(TP+FN\right)}$$ | (**2**) |

The confusion matrix was used to measure the performance of a classifier learner on a set of known class data [37]. The diagonal line in the confusion matrix represents the overall of True Positive predictions (TP) and True Negative predictions (TN), which means that the actual classes match the predicted classes. Otherwise, the area above and under the diagonal are called False Negative (FN) and False Positive (FP) [38]. The confusion matrix for the Simple Tree classifier (decision tree) is presented in Fig. 5.

Fig. 5. A confusion matrix for a Decision Tree classifier.

4.2 Investigation of the Strongest Predictor Group

For eliminating the number of lameness predictors, the attention was turned towards identifying the impact of each group among acceleration, linear acceleration, and orientation (angles). In general, when using the angle data as predictors to build the training model, the result accuracy ratio tends to be higher in comparison to acceleration data group or linear acceleration group.

The first group of predictors, which are the acceleration data (Acc), were tested with more than one classifier. The results in Fig. 6 indicate that both Ensemble Bagged Tree and Medium Tree showed the result with an accuracy ratio of 64.24% and 64.06% respectively. In fact, the acceleration data here are the measurements of changing in the velocity as well as the gravity of the object to the earth. Acceleration data are expected to be sensitive to the sheep activity in behaviours like grazing when the sheep’s head is down rather than being in a normal posture.

Fig. . Accuracy results for Matlab classifiers when acceleration (include the gravity) is tested.

The second data group to be investigated was the linear acceleration (AccLin) which refers to acceleration only without gravity. These parameters show the changes in velocity as it is more helpful to know if the sheep are walking quickly, in a slow rhythm or not walking at all. In Fig. 7, the results show that the Ensemble Bagged Tree produced a higher rate of accuracy compared to the other classifiers. However, the overall accuracy of all classifiers is less than 44.52%. Consequently, the utilising of the linear acceleration sensor data as the only predictor are not quite as useful to indicate lameness.

Fig. . Accuracy results for Matlab classifiers when the linear acceleration is tested.

The third and the most active group for lameness detection was the orientation data which indicated the value of the angle around x-axis (pitch), y-axis, (roll), and z-axis (azimuth). The results in Fig. 8 reflect that the Simple Tree classifier can be used to produce a better prediction result among the other classifiers. Generally, when using the angle data as predictors to build the training model, the result accuracy ratio tends to be higher in comparison to the acceleration data group or linear acceleration group separately.

Fig. . Accuracy results for Matlab classifiers when Azimuth, Pitch, and Roll are the only input predictors.

4.3 Testing the models with unseen data samples

The built models were tested with new unseen examples, which are listed in Table 3, to measure the reliability of the models with a new data set. In Fig. 9, the results show the sensitivity to predict the sound class (*S7*) is higher than 80% for all classifiers compared to the sensitivity to predict the mildly lame and severely lame classes (*L2\_mild* and *L2\_severe*), with themean sensitivity of 60.93% and 60.18% respectively.

 Furthermore, in Fig. 9, it was noticed that the accuracy ratio to predict lameness in sheep was affected by the initial placement of the mobile device. For instance, the movement of the sound sheep *S2* during the experiment led the sensor to be shifted from its initial placement. As a result, the prediction accuracy of *S2* was too low.

Fig. . The accuracy results for the trained models when new data set was tested (1= *L2\_severe*, 2=*L2\_mild*, 3=*S2*, and 4=*S7*)

5 Conclusion and Future Work

It is concluded from the current research that the Decision Tree is the best ML classifier for the sheep sensor-based data to predict the early signs of lameness. Moreover, the higher accuracy ratio is recorded with the orientation group (pitch, roll, and azimuth), whatever the applied classifier is. Conversely, the lowest accuracy ratio is registered with the linear acceleration group.

In future work, the initial sensor positioning where the calibration to the reference sensor readings is essential will be taken into consideration, since the sensor reading samples need to be reliable in a flat and a varied terrain as well. Furthermore, the raw data need to be pre-processed for the sake of improved lameness prediction and distinction in severity.
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