A Portable Implementation on Industrial
Devices of a Predictive Controller using
Graphical Programming

Silviu FoleaMember IEEI George MoisMember IEEL, Cristina I. Muresan, Liviu MicleMember
IEEE, Robin De Keyser, Marcian Cirst&enior Member IEEE

Abstract— This paper presents an approach for developing an
Extended Prediction Self-Adaptive Controller employng
graphical programming of industrial standard devices, for
controlling fast processes. For comparison purposesthe
algorithm has been implemented on three different PGA (Field
Programmable Gate Arrays) chips. The paper presentsesearch
aspects regarding graphical programming controller design,
showing that a single advanced control applicatiortan run on
different targets without requiring significant program
modifications. Based on the time needed for procesg the
control signal and on the application, one can effiently an easily
select the most appropriate device. To exemplify thprocedure, a
conclusive case study is presented.

Index Terms— Field programmable gate arrays, Predictive
control, Benchmark testing, Real-time systems.

I.INTRODUCTION

REDICTIVE control has been used successfully inticbn

applications in all fields of industrial activity fact that

has triggered an increasing interest in the metloggo
during the last decade. The choice for predictieatiol,
rather than other modern control concepts, is basedome
series of important benefits such as: its intuitprnciples,
performance oriented design parameters, the abdityandle
nonlinearities and its capability of taking intocaant various
constraints (such as actuator constraints, safetstraints,
quality constraints). Typically, predictive contrblas been
used in the control of slow dynamics processesh sas
thermal and chemical plants [1]. However, more amufe
model predictive control applications are direct®avards
dynamical systems with fast response times [2],[[g] Until
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recently, the main model predictive control (MP@jitation
resulted from the long computational time needed fo
performing the optimization. The use of DSPs anGA® led

to the reduction of the time needed for solving ¢bastrained
optimization problem with a period of tens or huedh of
microseconds [5], [6]. The large real-time compotsil
complexity was managed until now by the use indalstr
computers and the papers present especially resbitsned
from personal computer implementations.

The purpose of this paper is to present an efficam
robust control solution for fast dynamic systensing FPGA
devices and the LabVIEW graphical programming
environment. The motivation for using this solutienbased
on the fact that compared to hardware descriptimguages
such as VHDL, graphical programming is a more disendly
configuration environment and offers a very shorbjgct
development time [7], [8]. An application for a D@btor was
chosen for validation and testing purposes. The rB@or
supports a wide range of command rates and of &@radime
variations, without being damaged or broken. Theiqdar
application here refers to the control of the DQeonoas a part
of the vacuum pumps used to maintain an efficibetrhal
isolation in the vacuum jacket of a train of threarbon
isotopes separation columns. The efficiency of igwope
separation process, occurring at very low tempegatuis
strongly dependent upon a strict operation of thessuum
pumps. These need to be carefully controlled sinfalure of
the vacuum leads to the compromise of the entiparsdion
process [9]. The efficiency of the proposed sohutiwas
highlighted by comparing it to several different
implementations, a PC based control system, onteimgnted
on a real-time target and one on an ARM microcdieroall
of them running the controller. Finally, the samedictive
control algorithm was implemented on three differERGA
chips: a Virtex-ll, a Spartan-6 and a Zynq. The parnson
between the three systems has shown that thisofypemplex
algorithms can operate on cheaper FPGA chips, ascthe
Spartan-6 and Zynq, achieving not only the samel¢eof
computational performance as their more complex rande
expensive counterparts, but also important poweinga.
This comparison regarding the implementation oniower
FPGA targets and microcontrollers represents ortbeomain
contributions and original elements in comparisompitevious
research [10], including also comparative tablesd an
benchmarks for resource allocation in FPGAs. Theepalso



presents the diagrams implemented using LabVIEW

The choice of using an FPGA instead of a procelsased
solution was motivated by several advantages. FP#®
already been used in industrial control systemisgbeapable
of providing an increased level of performance, Ikt the
same time reducing the cost, size and power consomef
the actual implementation and improving reliabifity], [12],
[13], [14], [15]. The ever-increasing sophisticatedntrol
algorithms can take advantage of the natural misath and
increased resource density of the FPGA chips [TI#ius,
complex architectures, fully dedicated to the calratgorithm
to implement, can be developed [17]. The designraatitime
implementation of control loops running at frequiescabove
1 MHz is now possible with the use of these SystenGhip
digital reconfigurable platforms. Although still me
expensive than DSPs and microcontrollers, they eorsgte
through their compactness, all the building parfs the
competitor solutions (CPU, RAM, bus) being placeside a
single capsule. While DSPs are aimed at implemgrgignal
processing applications and can perform large amsoof
computations, FPGA chips offer higher flexibilitgviels and
transfer the printed circuit board complexity iresithe device,
on-chip. The work in [18] presents a systematic garison

between these two technologies along with their nma

advantages and drawbacks when used in controlcapipins.
FPGAs also provide the possibility of
programming, which allows the addition of othertézas to
the controller, the implementation of further dapest-
processing algorithms, etc. They can also be dyceliyi

in-the-field

process output at future time instants and in #ieutation of
an optimal control action based on the minimizatdra cost
function [26]. The principle of the EPSAC contrplkesented
in [26], is based on the minimization of the erbetween the
specified reference trajectory and a future predigbrocess
output. A cost function having the form:

N, N, -1
Z[r(t +k/t) =yt +k /)2 + A Z[Au(t +k/t)? 1)
0

kle k=

will be minimized. The design parameters of thet ¢osction
are: N; — the maximum prediction horizol, — the control
horizon,N; — the minimum prediction horizon,— the weight
parametery(t) — the (measured) process outpuft) — the
process input;(t) — the reference trajectory. The control signal
in (1) is given by:

Au(t +k/t) =u(t +k/t) —u(t + k =1/t) , with (2)
Au(t+k/t)=0,for k= N,. (3)

For minimizing (1), the choice oN, and N; plays an
important role, as well as the estimation of thecpss output,
y(t), over the prediction horizomM; to N.. In the EPSAC
approach, the prediction of the process outpubiedased on
brevious measurements of the process output and signal,
as well as some future values of the input signal.

For predicting the output, the generic model in ¢dh be
used:

y(t+k/t) = x(t +k/t) +nt+k/t), (4)

reconfigured, enabling the controller to adapthte heeds of wherex(t) represents the process model output, whit® is
the plant. Thus, adaptation to changes in envirotahe the process/model disturbance.

conditions becomes possible.

A wide range of applications in the field of elécat
systems employ FPGAs [19], [20], [21]. The authiorg19]
developed a reliable low-complexity
controller, by using an FPGA implementation. Therkvin
[20] presents an FPGA-based adaptive digital Pltrotiar

and emphasizes the advantages provided by FPGAkein

control of complex industrial processes. MPC wadrassed
for the control of power converters [22] and eliectirives
[23], FPGA-based solutions showing good
performance [24], [25].

The rest of the paper is structured as follows. $&eond
section describes the EPSAC control principlesevBection
Il shows the steps completed for finalizing theSA design

To predict the process outpuft), x(t + k|t) is computed
based on an existing model of the process, wiiler k|t) is
predicted using filtering techniques.

reusable digita Assuming the process model for a single-input-gngl

output system is given by:
-1
o =B
ANq ™)

the output modek may be predictett samples ahead using

u(). (5)

contrabrevious values of the process model and of théraoimput

u, considering that polynomialB(q') and A(q?Y) in (5) are
fully known.

The algorithm for computing the control signal reqd to
minimize (1), uses also the concepts of free andefb

and the methodology used for the FPGA implemematioresponse:

Then, section IV provides information regarding tiegails of
the hardware and of the software setup. The tessind
validation of the proposed solution along its perfance
evaluation are synthesized in the section V andllfi, the
concluding remarks are outlined in section VI.

Il. EPSACCONTROLPRINCIPLES

Y(t+k/t) = yfree(t+k/t)+yforced(t+k/t) (6)

The componenty;..(t+k/t) can be easily computed
using (4), by simply putting u(t/t)=...=u(txN/t)=u(t-1). The
component Yy oq(t+k/t), however, is the effect of a
sequence of step inputs. In matrix notatiop,.ey may be

The EPSAC methodology is a typical member of theltddo computed as:

Based Predictive Control (MBPC) family. MBPC isypé of
control which uses an on-line process model (in dbetrol
computer) for calculating predictions of the futptant output
and for optimizing future control actions. The twey
principles of model based predictive control consis the
explicit on-line use of the process model for fagting the

onrce({t + Nl/ t)
onrce(it + Nl +1/t) -G

Au(t/1)

Au(t+N, -1/t
onrcec(t + Nzlt) ( Y )



implementation is a reconfigurable control and asitjan

ggNNil ggN’: ' system providing high performance and reliabilignd is
where G= ! ! and the Programmable with LabVIEW!. The device includes a
PowerPC real time controller running at 400 MHz a
On. Ont o OGNt extension module with digital input-output lines.hr@e
N, N1 -+ YN,-N,+1

different systems were used, one having a chasils av
parameterg, are the coefficients of the unit step responsesirtex-Il FPGA, one having a chassis with a Spaatevice
Using matrix notation, replacing the result in (Bjo (6), and another one with a Zynq programmable systerchim
gives: including a real time dual core processor running6y MHz.

Y = Yfree + onrced = Yfree +GIU (8) CPU and

The cost function in (1) can be written in matrbtation as:

FPGA

R-Y)"(R-Y)+AUTU = J-| b
T T ©) O ..... O Controlled
[(R - Yfree ) - G U] [(R - Yfree ) - G U] + )\U U DC Motor, enerator, sl

Signal
processing

Load,

Minimizing (9) with respect to U leads to the opdim

solution: Fig. 2. System block diagram

U2=(GTG+A) TG T (R- Vi) (10) The special_ architec_ture of the embedded s_ystebuiih;
around two chips: the first one, on which a reailetioperating

The first elementAu(t/t), in U* is then used to update thesystem runs, and the second, the FPGA.

control signal: A. Extraction of DC motor parameters for finalizing &RC
u(t) = u(t—1) +Au(t /) (11) design
The EPSAC control strategy implemented in the FR@A
The procedure is then repeated at the next samipltgnt, been tested in the closed loop trajectory contrfolaoDC
when u(t+1) is computed based on the new measutemefotor. The first step in the FPGA implementation thé
y(t+1). A pseudo-code of the EPSAC algorithm isegivin EPSAC consists in determining a mathematical modi¢he

Fig. 1. process, that is the polynomiadgq’) andB(q") in (5). To
determine these polynomials, experimental ideratifon
[;:':?:::::::;:fsz::7:::,";; e J techniques were employed.
Cyar Dyt — filter coefficients)

Define process mathematical model
(Agat, Byat — model coefficients)

[ Define step response coefficients g, and of matrix G ]

Initialize storage vectors for x(t), u(t), n(t)

Compute predicted model output x(t+k/t)
using (5) over N, samples

DC motor speed (ratimin
. v @

Prediction of process disturbance n(t+kr’!)]
usingfiltering techniques, over N; samples

[Compute predi process output ing to (4)]

[Compute optimal control signal U* according to (m)]

[Update the control signal u(t) according to (11) ]

Shiftstorage vectors and repeat
Fig. 1. Pseudo-code of the EPSAC control algorithm
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I1l. EPSACDC MOTORCONTROLLER

The EPSAC predictive algorithm can be used for m\
controlling various types of electrical systems][427]. The i
DC motor provided the possibility of building aXlble stand T \
for running the tests and of achieving rapid perfance \\
comparisons. This is just a case study for testing for i
validating the FPGA-based implementation, whichadie a0 VN“‘«W
demonstrates that the EPSAC predictive controberize used .
in a wide range of applications. The block diagramthe SO IO T e e e

system, including the controller, the driver, thénal
processing module, the DC motor and the load imptasd
using a generator and a controlled resistive la@resented  Figures 3 and 4 present the experimental data tsed
in Fig. 2. identification of the DC motor model and the outmiitthe
The CompactRI®" embedded system used forigentified process model compared to experimeratd,dvhen

Fig. 4. Experimental data for process identification — speecreases



the speed increases and decreases, respectively.

The DC motor output is its rotation speed, represtms
experimental data in these figures, while the adritiput is
the DC voltage supplied to the rotor. Prior to éxperiment,
the input voltage supplied was 70%. A step input®% was
then applied to the rotor. For the speed decreasing 0%
step was applied to the input.

Based on the shape of the step response, a trdunsttion
was selected to model the process. The gain, dsasehe
time constants, are determined through
techniques.

Using the determined transfer function, the polyradsn

identifocati

parameters including component compatibility, signa
conditioning, placing and routing problems, whilen the
other hand, the software part must consider thieitexture of
the equipment. However, in this case, the softvea@ication
takes advantage of the facilities provided by gieglh
programming [28]. The following two subsectionslwitesent
how the hardware and software had been developibd icase
of the example application.

A. Hardware setup

For interfacing the DC motor, two printed circuibdrds
(PCBs) have been developed. The first PCB perfotimes

A(q?) and B(ql) are computed based on a zero-order holrocessing of the signal received from the speadsttucer,

discretization, considering the sampling timie= 0.015sec,
chosen according to Shannon theorem:

Aq™) =1- 09497, B(g™) = 15497 (12)

In the EPSAC controller design, the maximum préalict
horizon is chosen in order for the predicted signatapture
around 60% of the process dynamics [26]. Sinceetli®mo
process time delay, the minimum prediction horizoay be
chosenN; =1 sample, whileN, = 10 samplesi =0 and
Ny = 1.With this choice of the prediction horizonshet
controller designed was firstly tested in the MATRA
simulation environment, using the transfer functioh the
model as the mathematical representation of therior.

The controller designed and tested in the simulatio
environment was further implemented in a FPGA megdul
using the guidelines given in Sections IV and V,dan
employed in the closed loop control of the DC motor

previously described.

B. FPGA implementation of EPSAC

This subsection shows the methodology that carsbd tor
achieving the FPGA implementation of different typef
control algorithms through graphical programmingeTsteps
that have to be followed for
implementation method on the FPGA of the varioustrmd
methods, realized using specific analysis and sitian
environments, are briefly described below:

1) Rewriting the code used for simulation in theo\ZEEW™

environment on the PC or on the real-time target;

2) Program testing using control vectors that wgneerated
during simulation, for the control and for the cofied
unit;

3) Data conversion from floating-point format taefd-point
format (FXP) or integer (INT);

4) The comparative testing of the implementatiosisigithe
control vectors and the data available in the sesbep;

5) Go through steps 3 and 4 again until the statiperrors
are acceptable; in the case of this paper it israed that a
small error is acceptable.

implying the amplification of the signal from thenader

(speed transducer) and signal filtering and itsnitting for

obtaining rectangular pulses. The board also ireduthe
power driver for commanding the motor. The seco@BP
represents the load of the DC motor and consistsdifjitally

controlled resistive load. It is, in fact, a motacting as a
generator, with the same characteristics as thenotor used,
connected to a controlled resistive load. The stased for
verification consists in the embedded system, agp@upply,

the DC motor and the components described aboge §Fi

Embedded
System

Controlled
Resistive

DC Motor |

Fig. 5. The experimental stand

B. Software Setup

reaching an optimal The FPGA implementation of EPSAC consists of three

different while loops: the first loop is used for measuring the
speed of the motor; the second loop is used foerggimg the
PWM that changes the speed of the motor using #alblig
output line; the third loop represents the mairplowhere the
control algorithm is implemented.

The first loop measures the speed of the motorgusin
digital input line and can run at different spedépending on
the sensors that are used. This feature is madsabp®dy
including a time delay function, the implementatibring
based on a sequence of functions, which forcegxkeution
order: two rising edges determine the time period.

The while loop is specific to LabVIEW FPGA
implementations and is used for representing theimmaous
operation mode of the circuit to be realized.

The application running on the real-time target liegpthe

The use of MATLAB sequences of code using MathScripbpening of a connection to the FPGA program. THaesof

was avoided because it is not supported on the FR€kt.

IV. HARDWARE AND SOFTWARE SETUP

Setting up the hardware and the software for implaing
real-life control systems can be a troublesome.t@sk one
hand, the hardware part requires taking into adcearious

the parameters are set using property and methdesnavhile
the measured values are read inside a loop. Da&anar
transferred between the real-time target and tieA-through
DMA FIFO because only a small amount is transmjttady
for the graphical representation of the involvedues, the
entire control algorithm being implemented in tHeGA.
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Fig. 6. The third loop -EPSAC control with fixed point ddtgper part) and floating-point data (lower part)

The loop that implements the EPSAC method can ba sehis solution consists of the data representatfioithe case of

in Fig. 6. The part below the diagonal of the pietahows the
virtual instrument using floating-point values, whthe part
above the diagonal shows the program using fixedtptata.

The scope presents some of the special fixed poitions,

high throughput multiplication and addition. Fig.ificludes

the blocks from Fig. 1, where the pseudo-codeterEPSAC
control algorithm is presented, and the occupiedcAP
resources, listed in Table II.

V. TESTING AND VALIDATION

The testing and validation of the design represamt
important step in the development of FPGA-basedesys
and are usually performed using
environments. In the case of this paper, severathmark
programs were developed and run on various tarfets
comparing the computation performances achieved.

the simulation and for the implementations on ti én the
real-time target or on the microcontroller, the adadre
represented on floating-point, double type. WhenRRGA is
used, the data representation is fixed-point, uglifterent
formats, such as 14 bits for the integer word leragtd 32 bits
for the entire word length.

The computational performance differs dependingtios
tested platform and the jitter is different thar titata sheet
value, depending on the implementation. The results
presented in Fig. 7, are the maximum reachableegaand
lead to the conclusion that the FPGA-based EPSAraiter
can be used for fast dynamic processes.

simulator-specific T

Execution Time mJitter

LabVIEW™ provides functions that access the real-time 100

timers of the systems that were tested, offerirsglrgions in
the order of milliseconds, microseconds or
nanoseconds for execution time or jitter measuréngpecial
frameworks, inside which the application could estéd,
were developed.
execution time and jitter were realized for analysi

First, a comparison between different platformsning the
controller was done: a PC, a real-time controber FPGA, an
FPGA including DSP blocks, a dual-core ARM and a@RMA
microcontroller. After this, the different implentation
options offered by the graphical programming envinent in
the case of FPGA devices were studied. In the arghrallel
between the performances offered by three diffeFPGA
technologies used for implementing the controlleswinade: a
more expensive, but relatively old Virtex-1l devicand
cheaper and newer Spartan-6 and Zynq chips. Foffirste
benchmark, the EPSAC algorithm code was compiled B&
and run locally.

In the second test, the benchmark was transfemedrian
on the real-time target. For the third set of tedtse
benchmarks ran on the FPGA and finally, the sanogram
was downloaded to a microcontroller. The first tiaion of

tens of

In the end, histograms including th

1
PCwith

PowerPC FPGA Virtex- ARM Cortex FPGAZywng Dual Core
Windows o G

withRTOS IT and ptc] withDSP  ARM with
Spartancé  wcortroller RTOS

Fig. 7. Execution time and jitter for all targets (us)

The FPGA target is more than 5 times faster thanRg,
for the same control performance parameters. Amothe
important parameter tested here is the variatiorthenloop
execution time (jitter). In the case of the PC, jitter varies
depending on the tasks that run in parallel withapplication
at a specific point of time. The minimum resolutioh the
function used to measure the execution time inctse of the
FPGA is 25 ns. For achieving maximum execution dpde
FPGA program includes mathematical operations spigci
designed for the FPGA target, allowing the speaffan of the
data representation and its configuration, for bibid input
and output. The difficulty here consists in the pomations
involving arrays and in choosing the proper forfioathe data
in fixed-point representation (integer word lengthd entire
word length).



The use of reentrant or non-reentrant virtual umsgnts
(VIs) in the control loop leads to different pertages in the
FPGA resource utilization, in the case of the rpli#ir blocks,
as it can be seen in Table I.

TABLE I. FPGA,DEVICE UTILIZATION
Total | Slice | Slice | MULT Exec. | Clock
Virtex-Il Slices| Regs | LUTs | 18X18 Time. (MHz)
(14336)(28672)(28672] (96)
R VIs, FXP 14.32 49.8%| 29.2%| 41.0%| 86% 5us 40.0
N-R VIs, FXP 14.32 49.5%| 37.2%| 41.0%| 57% 9 us 40.0
Total | Slice | Slice | MULT
Spartan-6 Slices| Regs | LUTs | 18X18 Eﬁﬁg ('C\Z/:OHC;I;
(6822)|(54576)(27288) (58)
R VIs, FXP 14.32 Could not compile because not enough multiplieeslakle
N-R VIs, FXP 14.32 42.2%)| 18.9%| 33.9%| 89.7%|8.975us 40.0
Zynq 7010 Total | Slice | Slice | hop 8 Eyec. | Clock
Artix-7 Slices| Regs | LUTS s(80) | Time |(MHz)
(4400)|(35200)(17600
onIy R VIs,FXP 14.32 Could not compile because not enough multiplieeslakle
onIy N-R VIS,FXP14.32 Could not compile because enough multipliers availak
R & N-R VIs,FXP14.32 | 79.0%] 46.8%] 79.5%] 80.0%[7.775u$ 40.0

The conclusion that can be drawn from Table | & this
difficult to predict which of the methods will alws occupy
less hardware resources, but, in general, as catebteced
from the presented cases, non-reentrant VIs leadvéall
implementations requiring less area, that couldcoepiled
successfully. Certainly, reentrant VIs lead to FPG
implementations offering faster execution speedscan be
seen in this table.

In the case of the Zyng 7010 Artix-7 FPGA, whichoogs
to a more recent generation and for which a comfiten the
year 2014 was used, a new situation emerged: treoMt be
compiled only after a part of the VIs were configdirexperi-
mentally as non-reentrant and the others as regntiare, the
occupied resources are far from the limit, and mpogsible
configuration cases were obtained. The executime tiepre-
sents a median value when compared with the otteeiother
cases, where the other 2 types of FPGAs were ust/here
all the VIs were set up to be either reentrantar-reentrant.
Other types of implementations on Artix-7 FPGA werat
possible to be compiled due to an increase of tireber of
slices or DSP48s multipliers above the maximumtlimi

The execution time can be improved by choosingtraah
VIs and preallocating clones for each instancéeflilocks, in
this way instantiating each one of them. In TahI® Istands
for reentrant and N-R for non-reentrant ViIs. The o$ non-
reentrant subVIs (subroutines) requires less niidtgy but
more other FPGA resources are needed in this kssbng to
an increase in the overall program execution tifte amount
of occupied resources in the FPGA are specific he t

affecting the control.

Table Il presents the resource requirements and the
execution time of some of the functions used in ¢batrol
algorithm written in the FPGA. Based on data presgin this
table, optimization can be performed regarding rdsources
in the FPGA that are used and regarding the exattitne.

TABLE Il. FPGAFUNCTIONS, RESOURCESJSED AND EXECUTION TIMES

Total | Slice | Slice
Virtex-Il Slices| Regs | LUTs MUL(ngXls E:(nig
(14336)(28672) (28672
Vect. Scalar Multiply | 11.9% 7.7% | 7.0% 41% 0.125u3
Vect. Multiply For 12.9%| 10.2%| 5.8% 4% 1.125u$%
Add Vectors 14.4% 9.7% | 7.6%| 33-bit adder 1/00.125us
Subtract Vectors 14.8%9.7% | 7.9%| 33-bitsub.10 0.125ps
Reverse Array 9.3% 6.3% 57% — 0.14s
1stFor Loop 19.2% | 13.9% | 14.4% 8% 2.6p¢
2ndFor Loop 17.0% | 12.8% | 11.4% 41% 3.375u
Total | Slice | Slice
Spartan-6 Slices| Regs | LUTs MUL(TSé? X18 E:(nig
(6822)|(54576)(27288
Vect. Scalar Multiply | 9.6%| 4.29 4.1% 69% 0.128us
Vect. Multiply For 12.2%| 5.6% | 5.9% 6.9% 1.125us
Add Vectors 11.5% | 5.3% | 7.9% | 33-bitadder 1 | 0.125p
Subtract Vectors 11.2%5.3% | 8.1%| 33-bitsub.10 0.125ps
Reverse Array 77% 35% 4.9% — 0.1ys
1stFor Loop 16.3%| 7.6% | 10.1% 13.8% 2.6Us
2ndFor Loop 14.7%| 7.0% | 10.3% 69% 3.375pus3
Fyng 7010 Total | Slice | Slice | pgpges | Exec.
Artixe7 Slices| Regs | LUTs (80) Time
(4400)|(35200] (17600
Vect. Scalar Multiply | 52.5% 29.2%| 50.7% 50% 0.125pus
Vect. Multiply For 24.4%| 31.2%| 52.7% 5.0% 1.125p9
Add Vectors 20.5% 30.8%| 53.2%|— 0.125ug
Subtract Vectors 20.5%30.8%| 53.3%|— 0.125ug
Reverse Array 19.4%26.0%| 45.8% — 0.1ps
1stFor Loop 29.0%| 34.4%) 62.7% 10.0% 2.6us
2ndFor Loop 53.2 % 33.5%| 59.9% 50% 3.375us

The blocks presented in Table Il can be seen inrEig,
and can be found in the EPSAC implementation anthén
algorithm presented as pseud-code in Fig. 1.

The operations performed on vectors occupy more APG
resources as the ones performed on scalars, afddpe, in
the current castor loops, significantly increase the execution
time. The information in this table allows the usemperform
optimization actions in case the achievement afigplication
that requires less FPGA resources is desired, wtoohpiles
faster or which provides shorter execution time&thaugh
different technologies, with release dates sepadrayeseveral
years, are compared, the differences between thétseare
relatively small. The reasons for choosing the mewe
technology, Spartan-6 or Zynq, consist in the redumost and
power consumption of the FPGA, but the industrealipment

LabVIEW™ implementation and can be different than that afmbedding these state of the art devices is spkkesive.

a VHDL implementation.

Furthermore, the area occupied by the controller diéer
depending on the device and software version. Hewethe
advantage of the approach used in this papernigke short
project completion time [29]. Experiments indicatat the
system used for algorithm implementation allowsklspeeds
between 3 and 40 MHz. Therefore, if the processanyos
permits it, the clock frequency can be decreasetha power
savings can be achieved. This is also the caskeoéxample
application, where the execution time can be exdnalithout

Two data vectors, one for command and one for speed
generated through simulations, were used for etialyahe
correctness of the proposed solution. The closeop lo
experimental results are presented in Figs. 8 atog6ther
with the simulation results.

The simulated EPSAC controller reaches the new
prescribed setpoint within 0.4 seconds with no shkeot,
while the experimental results with the FPGA baB&EAC
controller show that a similar performance is aedi with a
settling time of 0.5 seconds and zero overshoat. D& motor



rotation speed is given in Fig. 8, while the copawding
control input, required to drive the DC motor te ihew
prescribed position, is presented in Fig. 9.

DC motor speed (fot/min)

Fig. 8. Comparison between simulation and experimental datautput
amplitude (rot/min)

100

0 03 08 08 12 15 18 21 24 27 3
Time (s)

Fig. 9. Comparison between simulation and experimental -detput (%)

The validation of the proposed implementation.tfos the
PC, then on the real-time target and, finally, lo& EPGA, was
made possible by using the data vectors generatedgh
simulation. The validation step was important, esgly for
the FPGA implementation, because additional changéise
behaviour of the controller, caused by the trarmiafrom
DBL to FXP representation, occurred. Taking intoamt the
fact that the program compilation time lasts
approximatively 10 minutes, the simulation of th€GA
program was also an important action.

The behaviour of the FPGA-based solution and thgerformance systems. The results show that the FPGA

robustness of the controller are emphasized thraugjhg
three different DC motors from the same power cl@sg.
10). Fig. 11 shows that the command varies in diffeways,
because of the differences between the motorshpeters.

The execution time and jitter on the targets thatemused
are presented in Fig. 7. The execution time ofctrérol loop
(sampling time) in the FPGA or running on the riale
target has a constant value, 15 ms, while a variatif £200
ps appears on the real time target. The PC impl&tien has
loop execution time variations which can reach aipens of
milliseconds. The performance is higher when thecaton
time is shorter, but in the same time the jittesidt be as low
as possible.

In the vast majority of cases, for a numerical cardystem
or for a “time critical” process, a better contr®ystem is
obtained when the jitter is at its minimum. The &a&es not
belong to this category, having a short executioret but a
rather large jitter value. A jitter value which lmindreds of
times smaller than the value of the execution tooes not
affect the control system, but a jitter having teame
magnitude as the execution time negatively afféwtsentire

system.

—— DMF4717

H
0 03 08 08 12 18 21 24 27 3

15
Time (s)

Fig. 10.Closed loop experimental results obtained usingethdifferent
motors - Output amplitude (rot/min)

& simernjeESiFoand

o 03 06 08 1z 15 18 21 24 27
Time (5)

Fig. 11.Closed loop experimental results obtained usingethdifferent
motors - Input (%)

VI.CONCLUSIONS

For the case of the EPSAC control strategy, theepap
demonstrates the feasibility of the graphical paogming
controller design methodology as a fairly elegaftective
and user friendly method. Different implementationsre
compared against each-other
resources, real-time performance and programmimpgpcs,
under the following circumstances: graphical progga

foortability on as many industrial standard deviasossible,

program scalability providing the possibility of ming on
resource limited and relatively cheap devices or high

solution offers a good compromise considering caw@mpnal
speed, hardware resource usage, power consumtibreal-
time performance. These advantages provide thehildgsof
using predictive control for fast dynamic processébe
results obtained justify the use of a graphicalgprming
environment in industry for realizing fast synttsesf control
algorithms and for shortening time to market of idattd
solutions.
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