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Abstract
Test adaptation – the translation and validation of source instruments for use in new social identity groups – plays a vital role in body image research. Previously, Swami and Barron (2019) developed a set of good practice recommendations and reporting guidelines for the test adaptation of body image instruments. However, a number of issues in that article were not covered in depth and new issues have emerged as a result of developments in theory and practice. Here, we offer an addendum to Swami and Barron in the form of frequently asked questions. Issues discussed in this article include various methods for achieving good translations, the appropriateness of revising instrument components prior to empirical analyses, determining the number of factors to extract in exploratory factor analyses (EFA), and the usefulness of EFA versus confirmatory factor analyses (CFA) in determining factorial validity. We also cover methods of analyses that have been infrequently utilised by body image scholars, including exploratory structural equation modelling (ESEM), bifactor model analyses, and various methods for establish measurement invariance. When read as an addendum to Swami and Barron, we hope this article helps to clarify issues of importance for body image researchers interested in conducting test adaptation work.
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1. Introduction
	Almost two decades have now passed since Body Image was first launched as a home for studies on “physical appearance and body image in diverse cultural contexts” (Cash, 2004, p. 3). In that time, the journal has played a crucial role in supporting and deepening research on body image in historically neglected cultural, national, and linguistic groups (Cash, 2017), but also in facilitating stronger scholarly connections between researchers internationally (Andersen & Swami, 2021; McCabe et al., 2019). An important component of these developments has been the publication of studies on test adaptation (i.e., studies reporting on the translation and validation of source instruments for use in new social identity groups that are different from the one in which it was originally developed). Indeed, unlike many other journals, Body Image regularly publishes test adaptation studies – an important service for the community of body image scholars and practitioners globally (Tylka et al., 2020). Importantly, this support for test adaptation studies ensures that the journal continues to provide a voice for communities and groups who have been historically marginalised from psychological research. 
	As a contribution to that body of work, we previously developed a set of good practice recommendations and reporting guidelines for the test adaptation of body image instruments (Swami & Barron, 2019). In brief, in that article we discussed methods used to ensure semantic equivalence through translation techniques and methods of ensuring measurement equivalence through data treatment and analyses. We have been heartened to see our advice considered and applied by body image scholars, which we believe has – along with improvements in practice more generally – helped produce higher quality work. We are also encouraged to see body image scholars considering, discussing, and evaluating what remain important issues for the field as a whole. However, it has also become apparent to us that there were a number of questions in Swami and Barron (2019) that were not dealt with in sufficient depth, new areas of enquiry that require commentary, and frequently-encountered issues that could do with some clarification.
	Our objective in this article is to answer some of those questions and provide better coverage of test adaptation topics that we hope will be of interest and practical use to body image scholars. In that sense, we strongly recommend that this article is read as an addendum to Swami and Barron (2019), rather than as a standalone article. That is, while Swami and Barron (2019) covered most of the important issues that will be of interest to readers interested in test adaptation, the present paper considers particular issues in more detail, adds context that was previously omitted for the sake of brevity, or answers questions that are often posed to us by other researchers. In order to facilitate reading, we have structured the present article in the form of responses to frequently asked questions. These represent some of the most common questions we have encountered since the publication of Swami and Barron (2019); while we have tried to cover topics and issues that we believe are important, these questions may not be exhaustive.
2. Frequently Asked Questions and Our Responses
2.1. What is the best way to translate an instrument?
	This question assumes that there is a singular or ideal way for instruments to be translated into a new language. However, as were at pains to point out in Swami and Barron (2019), there are multiple ways in which an instrument could be translated – most of which we reviewed previously – and no one method will suit all practicalities (van Widenfelt et al., 2005). Instead, the method that a scholar chooses should take into consideration issues such as feasibility of comprehensive versus minimalist translation methods, the monetary and time cost of different methods, and the instrument itself. As examples, a more comprehensive translation strategy will be important for instruments consisting of multiple statement-based items (particularly items that contain idiomatic expressions or that may pose concerns around cultural appropriateness), but may be of less value when translating simple instructions and response options for figural rating scales. Given that there are no “gold standards” for translating instruments (Wild et al., 2005, 2008), we reiterate the need for scholars to make translation steps transparent through detailed reporting and to justify the design of the translation process. We further encourage researchers to follow and report compliance with checklists for test adaptation, such as the criterion checklist (Hernández et al., 2020) based on the International Test Commission’s (2017) guidelines.  
	Unfortunately, we continue to see some scholars relying on back-translation alone as their sole translational method. There is strong consensus that the application of back-translation alone is likely to produce poor translations (Maneesriwongul & Dixon, 2004; van Widenfelt et al., 2005), often because, on its own, back-translation does not address issues of conceptual equivalence, respondent comprehension, and contextualised meaning (Colina et al., 2017; Douglas & Craig, 2007). Moreover, when used in the absence of iterative processes, when translations are produced by a single translator, or when instruments include linguistic ambiguities, back-translation alone often results in inconsistencies in the detection of flaws, resulting in many translational problems remaining hidden (Behr, 2017; Ozolins et al., 2020). To put it bluntly, researchers should not infer that bilingual translators alone will be able to produce adequate translations, even if they have expertise on the content of the instrument (Solano-Flores, 2008). 
	When researchers rely on back-translation alone, there is a risk that multiple forms of translational equivalence will be violated. Instead, we repeat our recommendation that scholars should aim at combining multiple techniques in a multi-stage approach when translating instruments (Brislin et al., 1973), particularly as moderately resource-intensive methods are often sufficient to produce sound translations (Perneger et al., 1999). In particular, the adoption of a committee approach (see Section 2.2.) is especially useful in minimising threats to validity (Solano-Flores et al., 2009), though we recognise that this approach can be time-consuming and resource-intensive. If a minimum recommendation is sought, then the combination of the back-translation method and pre-testing (assessing understanding, acceptability, and/or emotional impact of the items in a pilot study) may suffice (Maneesriwongul & Dixon, 2004), although we stress this is a minimum standard that often can and should be surpassed.
2.2. If a committee approach is used for translating instruments, who should be included on the committee?
	When a multi-stage translation methodology is used, researchers often include a committee approach, wherein a team of researchers scrutinise forward- and back-translations that have been produced in earlier steps (Cha et al., 2007). In Beaton and colleague’s (2000) widely-used 5-stage procedure, for instance, the final stage consists of a review of forward- and back-translations produced in earlier stages, with a view to consolidating all versions of the instrument and, through consensus, developing a prefinal version of the instrument that can be field-tested. This committee plays an important role in resolving discrepancies between translations, as well as in achieving semantic, idiomatic, experiential, and conceptual equivalence between the source and target versions of the instruments. Given this important role, our recommendation is that any such committee should be multidisciplinary, with representation from translators involved in earlier stages, content specialists (i.e., researchers with knowledge of the instruments and/or research topic), linguists or language professionals, and methodologists or psychometricians. If possible, the original developers of the instrument should also be involved in this committee. 
	Where a committee approach is utilised, there may be added value in adopting a stance that identifies errors in test translation as inevitable (i.e., the theory of test translation error or TTTE; Solano-Flores et al., 2009). This approach suggests that errors are inevitable because languages encode meaning in different ways and because instruments typically impose severe restrictions in the way that meaning can be conveyed. Consider the following item, taken from the Appearance Schemas Inventory-Revised (ASI-R; Cash et al., 2004):

	I spend little time on my physical appearance.

In English, the item is likely intended to convey the equivalent meaning as “I do not spend much time on my physical appearance”. However, multiple translations are possible and, depending on the target language and linguistic constraints, could result in altered meanings, such as:

I spend a little time on my physical appearance.
I spend some time on my physical appearance.
I do not spend time on my physical appearance.
I do not spend much time worrying about my physical appearance.
I do not waste much time on my physical appearance.
I do not care about my physical appearance.
My physical appearance is a little time-consuming.

In each of these cases, the intended meaning of the item has been altered to a lesser or greater degree from the original. Such discrepancies can occur because words or terms that are used or that are familiar in one language may not be in another, or because grammatical differences across languages make it difficult to convey the item’s original meaning. In such cases, the point of TTTE-based methods is to find disconfirming evidence that items on an instrument have been translated correctly (i.e., identifying test translation errors), rather than – as in conventional methods – finding evidence that a translation is adequate (Solano-Flores et al., 2009). In the case of the ASI-R translations above, for example, a TTTE-based approach would problematise each of the item translations, which in turn would highlight the need to consider alternative approaches to convey the intended meaning of the item.
While the rationale of TTTE is that translation errors cannot be avoided, this is not to say they cannot be minimised (Solano-Flores et al., 2009), especially when due attention is given in a consensus-based approach to item design, language, and content. In this view, the most useful translation will be the one that minimises inevitable translation errors. In fact, there is some evidence that a TTTE-based approach is able to detect translation errors with a high degree of precision (Solano-Flores et al., 2013), although typologies or dimensions of errors will need to be sensitive to local issues (Zhao et al., 2018). In addition, given the importance of consensus in this form of committee approach, it is vital that issues of power and status associated with committee members (e.g., seniority, age, gender, race) do not impede discussions. Zhao and Solano-Flores (2021) have suggested ways in which the impact of power and status can be minimised, the most important of which is the inclusion of a facilitator. 
2.3. Is it acceptable to alter response anchors when preparing a translation?
	When preparing a translation, an important issue that researchers have to deal with is the translation of response options or anchors. This is important because research has shown that familiarity with the category labels used in response scales can affect the manner of responding (Weijters et al., 2013). To take a simple example: an instrument may use a strongly disagree–strongly agree response scale in English because these anchors are commonly used in everyday speech and thus will likely be familiar to respondents. When a literal translation is produced, however, there is no guarantee that the translated anchors will be equally familiar or contain the same semantic meaning. For instance, in Bahasa Malaysia, “strongly agree” is literally translated as “sangat bersetuju” (“in strong agreement”), but this translation is overly formal compared to the more colloquial “sangat setuju” (closer to “agree strongly”). When response scales are less familiar, respondents are less likely to fully endorse scale endpoints, which can in turn result in artefactual biases in latent responses (Baumgartner & Weijters, 2015). In these cases, we recommend translating scale responses so that they are familiar to respondents, even if they are not literal equivalents. 
	A related question is whether it is acceptable to alter the number of response options that are presented to participants (e.g., from a 5- to a 7-point scale). Researchers may sometimes believe that there are good reasons to do so. For instance, they may be concerned about possible response biases (i.e., a tendency to disproportionately select a subset of response options; Baumgartner & Steenkamp, 2001) in a particular national or linguistic group. These may include acquiescence (i.e., disproportionate use of positive response options), dis-acquiescence (disproportionate use of negative response options), and extreme response styles (Weijters et al., 2010), all of which can be affected by language and culture (Baumgartner & Weijters, 2015). It should be noted, however, that these concerns can usually be mitigated through effective translations that remove ambiguities or uncertainty in the meaning of items (Baumgartner & Steenkamp, 2006). Where responses biases are deemed to be a real concern, there are alternative strategies for dealing with such biases that do not require alteration of the number of response options (for a review of such strategies, see Baumgartner & Weijters, 2015). 
	In other situations, there may be legitimate concerns about whether a response scale is able to capture subtle degrees of measure that participants from a particular cultural or linguistic group want to express (Hamamura et al., 2008). For instance, some research has suggested that 5-point response scales can sometimes be too coarse a method for allowing participants to accurately express their true intended responses (Russell & Bobko, 1992). Instead, response scales that approximate a more continuous distribution are often favoured (Cummins & Gullone, 2000; Nunnally, 1978), with 7-point scales usually balancing requirements for sensitivity and reliability (Cox, 1980; Diefenbach et al., 1993; Preston & Colman, 2000). In this situation, researchers may be tempted to alter response options, such as from a 4- or 5-point scale to a 7-point scale. Although well-intentioned, doing so also introduces complexities in drawing comparisons of latent means across studies. Here, we recommend that scholars think carefully about the need for altering response options, compare responding using different response options where possible (e.g., see Diefenbach et al., 1993), and always seek permission from the instrument developers before making any alterations.
2.4. Is it acceptable to truncate an instrument prior to data collection?
	In some cases, researchers may be tempted to truncate (i.e., remove items) from an instrument either before or after translation, but prior to data collection. There may be a number of reasons for believing that item truncation is necessary, some legitimate and others less so. In the first instance, there may be difficulties translating items, particularly items that are idiomatic or where equivalent translations are not possible in the new language (see Section 2.2.). In these cases, we encourage researchers to work collaboratively, if possible, with the instrument’s developers to design revised or new items that capture the conceptual meaning of items or to utilise a committee approach to translation (Brislin et al., 1973). In most cases, accommodations – changes to the item without altering the underlying meaning of the item or the construct being measured – should be possible. Item elimination should only be considered in extreme cases and, where they deemed necessary, should only be undertaken with the permission of the instrument developers and the number of eliminated items should be kept to a minimum. 
In other instances, researchers may decide a priori that an instrument includes too many items (such that response fatigue becomes an issue of concern), includes items that would (presumably) be excluded anyway following data reduction, or that are problematic for other (often unspecified) reasons. We suggest that these are not adequate reasons for item elimination. Elimination of items without a strong rationale that is grounded in theory or related to translational difficulties can result in construct under-representation, that is, when content that makes up a construct is not represented in the instrument (Messick, 1994). Given that scores on a translated instrument should authentically represent the targeted construct, item elimination prior to analyses can seriously affect the validity of derived scores. In these cases, we strongly recommend retaining all items and making instrument truncation decisions based on empirical analyses, rather than a priori assumptions.
2.5. Is it acceptable to add items to an instrument prior to data collection?
	Occasionally, researchers may determine there is a need to add new items to an existing instrument prior or subsequent to its translation, but prior to data collection. This may be because they have identified a clear conceptual gap in the instrument (i.e., the instrument does not fully capture the meaning of a construct in a particular cultural or linguistic context) or for purely exploratory reasons (i.e., to see whether new items are retained in analyses). We would discourage such revisions to an instrument, as improperly designed items can often affect the reliability and validity of scores on an instrument, introduce multidimensionality where there was none previously, or change the conceptual meaning of constructs being measured. In cases where researchers have clearly identified omissions in an instrument, we strongly recommend discussing any revisions with the instrument’s developers before making any decisions about new additions. Where additions are included in an instrument, it may be useful to include these after the original items to minimise possible contamination or semantic priming effects (e.g., Dignard & Jarry, 2019). 
	A different form of this issue is more problematic. Scholars occasionally combine instruments that have been developed in other cultural contexts for use in local settings. The idea here appears to be that, by combining multiple instruments and treating scores as having been derived from a “single” instrument, it will be possible to produce “new” multidimensional instruments for local use. We discourage such methods in the strongest possible terms. Doing so would represent a significant departure from the intended purpose of the original instruments and would likely result in conceptually muddled constructs. It would also be unethical should researchers fail to first obtain permission to engage in such conduct. Should researchers feel there is a need to construct a novel measure of body image for use in local settings, we would instead encourage them to utilise appropriate scale construction methods, some of which we discussed previously in Swami and Barron (2019). 
2.6. Could two or more instruments be validated concurrently?
	There is no reason why multiple instruments could not be translated concurrently, especially if identical methods and procedures are applied consistently across instruments. Likewise, there is no reason why the validation of multiple instruments could not be reported in the same manuscript (for an example, see Swami et al., 2015), particularly if said instruments share some commonalities (e.g., they are all measures of a specific facet of body image). One benefit of this approach is that it allows researchers to simultaneously validate multiple instruments; that is, scores on each instrument produces an index of validity for every other instrument included in the analysis. However, a common pitfall of this approach is that scores on one or more instrument provide less-than-adequate indices of validity. In such cases, establishing the validity of multiple measures simultaneously can be problematic. One way to mitigate against this is to include additional survey instruments that have been previously validated, so as to maximise the likelihood of being able to report something meaningful.
	In terms of the latter, we strongly encourage authors to pay careful attention to the nomological net of scores on an instrument, which refers to assumed relationships with other constructs (Cronbach & Meehl, 1955). We continue to see some authors utilising excellent methods for translating an instrument, only to be let down by neglecting to adequately attend to other design-related issues vis-à-vis nomological nets (e.g., not including additional variables to establish construct validity, establishing construct validity through instruments that have not been previously validated or that are not concurrently validated). Understanding the nomological net is vital in test adaptation studies because it can help scholars interpret the usefulness of an instrument in a new cultural or linguistic setting and because it provides information about the internal structure of scores on an instrument (Loevinger, 1957). In addition, understanding the nomological net is important in terms of developing appropriate hypotheses that guides the research (Campbell & Fiske, 1959), particularly in terms of establishing support for multiple forms of validity. 
2.7. Should fit indices be used to determine the number of factors to be extracted in exploratory factor analysis?
	A central question in exploratory factor analysis (EFA) is: how many factors should be extracted (for a review, see Preacher & MacCallum, 2003)? Traditional approaches to answering this question have relied on eigenvalues of the observed or reduced correlation matrix, which provide approximate information about matrix dimensionality (i.e., they provide an indication of how much information can be explained by subsequent components). Two popular approaches are the Kaiser or eigenvalue > 1 (or K1) rule (i.e., factors with eigenvalues > 1 are retained) and Cattell’s scree test (i.e., eigenvalues are plotted and researchers retain the number of factors based on the last “substantive” visual drop-off). However, as we indicated in Swami and Barron (2019), both of these methods have been shown to be deeply problematic, resulting in either factor over- or under-retention depending on the circumstances. Instead, we advocated for more consistent use of parallel analysis, also based on eigenvalues but with much stronger empirical support (Dinno, 2009). 
	More recently, however, it has become possible to use fit indices commonly used in confirmatory factor analysis (CFA) to solve the “number of factors” problem in EFA (Clark & Bowles, 2018). Here, the number of factors to be retained is determined by selecting the model that falls below commonly-used fit cut-offs (Preacher et al., 2013), with some combination of the root mean square errors of approximation (RMSEA), the comparative fit index (CFI), the standardised root mean squared residual (SRMR), and the Tucker-Lewis Index (TLI) currently popular. Although the application of these fit index recommendations has become increasingly popular for factor retention decisions in EFA, there is some concern that model fit indices perform too unpredictably to warrant their use for categorical (Clark & Bowles, 2018; Garrido et al., 2016) and continuous data (Montoya & Edwards, 2021). For instance, recent simulation work has suggested that – with the possible exception of SRMR – fit indices are overly sensitive to correlated residuals and non-specific error, which increases the likelihood of factor over-retention (Montoya & Edwards, 2021; but see Finch, 2020, who found that the use of fit indices outperformed parallel analysis when factor loadings were small). 
Given such issues, our recommendation for now – which is consistent with the conclusion of Montoya and Edwards (2021) and may change in the future – is to continue using parallel analysis to determine the number of factors to be extracted in EFA. Alternatively, it may be useful to use a combination of methods, such as the use of fit cut-offs (when using statistical software that provide fit indices, such as some packages in R) alongside parallel analysis. For the interested reader, other traditional and newer factor retention methods are reviewed and assessed in Auerswald and Moshagen (2019), who likewise advocate for the use of combined methods for determining the number of factors to be extracted in EFA. In either case, it may still be beneficial to report fit statistics for a final selected model, as this provides a general index of factor structure adequacy (Finch, 2020). As with CFA, we recommend the reporting of a combination of fit indices (see Swami & Barron, 2019, for details).
2.8. Isn’t confirmatory factor analysis better than exploratory factor analysis?
 	The idea that CFA is in some way “better” than EFA is a common misconception that we continue to see some body image researchers subscribe to, often implicitly though occasionally also explicitly. The idea manifests in a number of ways, such as when researchers believe CFA is a “gold standard” for establishing measurement equivalence, prioritise CFA over EFA (e.g., making decisions about score dimensionality based on CFA alone or discounting the evidence provided by EFA in favour of that provided by CFA), and when they discount EFA entirely as an analytic strategy for test adaptation (i.e., not conducting and reporting an EFA prior to conducting a CFA). Such beliefs likely stem from a perception that EFA is purely “exploratory” and hence less hypothesis-driven than CFA (Marsh et al., 2014); that is, in comparison with CFA, EFA is sometimes be viewed as inherently flawed because results are based on subjective interpretations of dimensionality rather than, say, more “objective” fit indices. 
	However, as we hinted at previously (Swami & Barron, 2019), these assumptions are inherently problematic because EFA and CFA have different purposes. In broad outline, EFA is a useful tool for understanding the latent dimensionality of scores in a dataset (i.e., a data-driven approach), whereas CFA is useful for understand whether data fit a priori hypothesised measurement models (i.e., a hypothesis-driven approach). Because EFA is not restricted by modelling limitations, it helps researchers determine the best factorial solution for their dataset. On the other hand, because CFA is restricted by modelling limitations, it helps researchers determine whether hypothesised (or earlier data-driven) models fit the data in their dataset. As such, there is little value in viewing EFA and CFA as oppositional strategies; instead, EFA and CFA should be viewed as complementary tools in the arsenal of researchers conducting test adaptation (Swami & Barron, 2019). 
	Consider the following example. There is a hypothetical instrument – we will call it the Questionnaire of Body Image (QBI) – that consists of 10 items. In the parent study, the developers of the QBI showed, through both EFA and CFA, that scores on the QBI are unidimensional (i.e., all 10 items load onto a single factor). Now, a different scholar decides they would like to use the QBI in a new national or linguistic group; they’ve appropriately translated the instrument and asked a large number of respondents to complete it. When analysing the data, this researcher decides that CFA is superior to EFA and, therefore, only applies the former analytic method. In practice, this means they would only test the fit of the unidimensional model of QBI scores. However, this leaves open – and untested – the possibility that QBI scores in this dataset (or in this linguistic and national group) are in fact multidimensional (i.e., scores reduce to more than one dimension). Had the researcher adopted an EFA-to-CFA strategy, they would have identified the multidimensional model through EFA and been able to compare the fit of both the multidimensional and parent unidimensional model of QBI scores through CFA.   
	It may be tempting to view these issues as trivial. After all, if the unidimensional model of QBI scores fits the data in CFA, does it really matter that an EFA shows scores to be multidimensional? We would counter that these issues are non-trivial for a number of reasons. First, from a theoretical point-of-view, considering alternative representations that may account for variation in the data, as well as preferred factor solutions, is important as it helps to prevent confirmation bias among researchers (e.g., when researchers only seek support for a particularly factorial representation; Kline, 2016). To return to our earlier example, identifying the fact that QBI scores are unidimensional in some contexts but multidimensional in others may allow researchers to ask new research questions about the construct being measured, identify hitherto neglected factors of interest, or develop new understandings of the meaning and experience of the construct. From a practical point-of-view, researchers and practitioners need to be certain that the way instruments are scored in particular contexts accurately reflects latent dimensionality, especially when instruments are used for diagnostic purposes. Perhaps most importantly, given that most body image instruments are initially developed in Anglophone contexts and often with White respondents, there is a need to ensure that voices of diverse communities – as can sometimes be expressed through data-driven analytic approaches – are not marginalised and rendered invisible.
	As such, we continue to advocate for the use of an EFA-to-CFA strategy (see also Worthington & Whittaker, 2006) for test adaptation, where this is feasible (e.g., where sample and subsample sizes are large enough; EFA and CFA should not be conducted on the same subsamples). There may, of course, be occasions when it is not be practical to run both EFA and CFA, such as when a target population is difficult to sample in sufficiently large numbers. In these cases, we suggest that it is in fact EFA, and not CFA, that is the superior first-pass analytic approach in the context of test adaptation. Not only does EFA offer a more thorough understanding of item behaviour in localised contexts, but there may also be reasons to doubt the utility of CFA as a standalone analytic strategy in these cases, particularly when researchers are dealing with potentially multidimensional constructs. Specifically, in CFA, items are only allowed to load on to their respective hypothesised latent factors, whereas cross-loadings are forced to be zero (Marsh et al., 2009, 2010; Morin et al., 2016). In other words, the items associated with each factor are assumed to be “pure” indicators of that factor and there will be no associations between items and non-target conceptually-related constructs (Marsh et al., 2014).
	When dealing with multidimensional constructs, such an assumption would seem to be highly improbable (Marsh et al., 2014; Morin et al., 2016); that is, CFA alone may be too restrictive. Of course, in many cases, parent studies use EFA to eliminate items that cross-load onto more than one factor. Even here, however, items may still be fallible indicators of target constructs and therefore may still have residual associations with non-target constructs (Asparouhov & Muthén, 2009; Marsh et al., 2013, 2014). Alternatively, it is quite possible that items demonstrate hitherto un-theorised or unexpected cross-loadings in new national or linguistic groups, possibly because the meaning of individual items or of the constructs themselves differ across groups. In these cases, expecting cross-loadings to be zero in CFA typically results in inflated estimates of factor correlations and hence model misspecification (Asparouhov & Muthén, 2009; Asparouhov et al., 2015; Marsh et al., 2011, 2014). Moreover, current methods for dealing with these issues in CFA (e.g., post hoc modifications) have been problematised (Marsh et al., 2010). In short, CFA may simply not be a useful strategy for test adaptation when used in isolation. 
2.9. Should we be using exploratory structural equation modelling instead? 
	Given the limitations associated with CFA discussed in Section 2.8, some researchers have suggested relying on exploratory structural equation modelling instead (ESEM; Marsh et al., 2013, 2014; Morin et al., 2013, 2020), which can be conducted using programmes such as MPlus and R. In broad outline, ESEM is an analytic strategy that relaxes the requirement of zero cross-loadings while providing access to information usually restricted to CFA, such as goodness-of-fit statistics, residual correlations, and standard error estimates; that is, ESEM combined aspects of both EFA and CFA (Morin et al., 2013) and has been shown to result in improved fit and less strongly correlated factors than CFA solutions (e.g., Chiorri et al., 2016; Guay et al., 2015). This, in turn, both improves the discriminant validity of the factors and provides a more accurate representation of the data (Morin et al., 2013). In many cases, ESEM is viewed as primarily confirmatory in its approach (Marsh et al., 2014); that is, through the use of target rotation, researchers using ESEM are able to make a priori predictions about an expected factor structure (i.e., researchers are able to specify which items are pure measures of a factor while allowing for cross-loadings on other items). However, ESEM can also be used as an exploratory tool (with an oblique geomin rotation), where all items are specified to load on all factors (Asparouhov & Muthén, 2009).
	ESEM may be particularly useful in test adaptation studies when dealing with (potentially) multidimensional constructs. Let us briefly return to our example of the fictional QBI. Assume for instance that the factor structure of the QBI has been found to be multidimensional in a number of national contexts, but that there are various multidimensional models available (e.g., a 2- and 3-factor model). In this scenario, ESEM may be a good alternative to the EFA-to-CFA method, as it would allow for testing of the competing models in a less restrictive manner compared to CFA. However, there may be some scenarios where ESEM can be problematic: ESEM is less useful when dealing with large, complex models and when sample sizes are small-to-moderate, because in these situations ESEM-derived models may lack parsimony (Marsh et al., 2014; but see Marsh et al., 2020, who have developed set-ESEM as a way of dealing with these concerns). 
	ESEM may also be best used in cases where there is at least some minimal theory that provides a basis for hypothesis-driven testing. In terms of our fictional QBI, it is the availability of various hypothesised models in the earlier literature that makes ESEM a particularly useful method of analysis. Nevertheless, given that researchers typically discard items that cross-load following EFA (i.e., the data-driven, hypothesised model that researchers end up with following EFA produces is typically one without cross-loading items), we see both the ESEM and the EFA-to-CFA approaches as viable and alternative analytic strategies for test adaptation. The decision to use ESEM versus EFA-to-CFA is ultimately one that needs to be made based on the richness of previous work and available theorising. Conversely, an EFA-to-CFA strategy should be favoured when both extant theorising and current hypothesising point to a unidimensional factor structure.
2.10. How should global multidimensionality be modelled in test adaptation studies?
	When dealing with multidimensional constructs, there are a number of ways in which global multidimensionality (i.e., how lower-order constructs co-exist with a global construct) in particular can be modelled. In body image research, the most common method is to model global multidimensionality using a higher-order factor model. In these models, it is assumed that items load onto their respective lower-order factors, which in turn load onto a general factor (see Figure 1). Examples of this include the suggestion that the two lower-order facets of drive for muscularity (i.e., attitudinal and behavioural facets) as measured using the Drive for Muscularity Scale (McCreary & Sasse, 2000) load onto a higher drive for muscularity factor (McCreary et al., 2004) and that the lower-order facets of acceptance of cosmetic surgery (i.e., Intrapersonal, Social, and Consider) as measured using the Acceptance of Cosmetic Surgery Scale load onto a higher-order attitudinal dimension (Henderson-King & Henderson-King, 2005). 
	In these higher-order models, it is assumed that associations between indicators and the higher-order factors are indirect; that is, that the associations are mediated by the lower-order factors. It is also assumed that associations between the indicators and the unique part of the first-order factor are mediated by the lower-order factor (for discussions, see Brunet et al., 2016; Gignac, 2016). However, there is growing interest in bifactor models, which may provide more realistic representations of multidimensional associations compared to higher-order models (Morin et al., 2016, 2020; Reise, 2012). In bifactor models, items are allowed to define a global G-factor and one specific S-factor, with all S-factors specified as orthogonal to one another and in relation to the G-factor (Gignac, 2016; Morin et al., 2016; Reise, 2012). This method allows for the total item covariance matrix to be separated into a global component that explains the variance shared among responses to all items, and specific factors that explain the covariance associated with items subsets not already explained by the global component (Morin et al., 2016, 2020; Rodriguez et al., 2016; see Figure 2).
	Bifactor analyses have become increasingly popular, as have bifactor-ESEM analyses (Marsh et al., 2013, 2014; Morin et al., 2013), but their application to conceptualisations of body image research remains limited (for exceptions, see Maïano et al., 2021; Meadows & Higgs, 2020). Historically, it may be suggested that scholars have relied on higher-order models of body image constructs “by default”; that is, body image researchers may not have considered bifactor models of body image constructs simply because of the relative invisibility of bifactor analyses in this area of research. However, the bifactor model offers scholars wider applicability and less ambiguous conceptual accounts of constructs compared with higher-order factor models (for reviews, see Chen et al., 2007; Morin et al., 2016, 2020; Reise, 2012). This, in turn, raises difficult questions for scholars working on test adaptation. For example, when dealing with multidimensional constructs of body image that have been previously modelled as higher-order factors, should scholars working on test adaptation assess bifactor models instead (or in addition to higher-order factor models)? 
	When there are good theoretical reasons to expect a bifactor model, and given some of the benefits of higher-order factor models (Bornovalova et al., 2020; Chen et al., 2007; Morin et al., 2016, 2020; Reise, 2012), we suggest that there may be value in assessing the fit of bifactor models – perhaps alongside higher-order factor models. However, researchers who are intent on applying bifactor models in the context of test adaptation need to be aware of a number of issues. First, applying bifactor models in test adaptation studies will raise problems comparing test adaptation results with parent studies, though doing so may also provide scholars with the impetus to re-assess earlier models of multidimensional body image constructs. Second, because bifactor models absorb as much item variance as possible into global or specific factors, there is a risk that such models will be over-fitted (Bonifay & Cai, 2017; Bonifay et al., 2017). In a similar vein, there may also be some situations when S-factors are difficult to interpret: unlike lower-order factors (which retain their substantive meaning and, together, define the meaning of their higher-order factors), S-factors are essentially unrelated to the G-factor and all other S-factors, which may not make theoretical sense when dealing with body image constructs. Finally, there is a likelihood that the pattern of factor loadings that define global factors may be unstable across different samples (for a discussion, see Giordano & Waller, 2020). The latter can be particularly problematic in test adaptation work because unstable global factors can make it difficult to understand the meaning of such factors across national or linguistic groups.
However, given that bifactor analyses have rarely been applied in body image research, we suggest that some of these issues need to be examined empirically before firm recommendations can be drawn. Certainly, we recommend that body image scholars – whether working on test adaptation or not – should develop greater familiarity with bifactor models and develop theoretical understandings of multidimensional body image constructs accordingly. In that sense, we are minded to repeat Box and Draper’s (1987) adage that “all models are wrong, but some are useful.” All models are wrong because they merely represent simplifications of constructs. However, there is now growing evidence that bifactor models offer a useful way of conceptualising and understanding multidimensional constructs. At a minimum, an awareness of bifactor modelling is important when considering multidimensional body image constructs, even if scholars continue to show a preference for higher-order factor models. More broadly, test adaptation studies are an important arena in which an understanding of bifactor models can begin to shape body image research more generally, though we also feel it is important to mention Decker’s (2021, p. 39) useful advice here: “Don’t use a bifactor model unless you believe the true structure is bifactor.”
2.11. When is it necessary to determine measurement invariance and what method should be used to do so?
A prerequisite of any meaningful comparison of latent scores across groups is ensuring that scores on the instrument are functioning in a similar way (i.e., capturing the same construct) across those groups (Vandenberg & Lance, 2000). If the measurement properties of an instrument fundamentally differ across two groups, then measurement biases could occur, leading to artefactual results (Chen, 2008). To that end, assessment of measurement invariance is a necessary step in any instance in which researchers wish to compare latent scores across groups. Examples of such groups include those stratified by nationality, gender, developmental stages (e.g., early adulthood versus late adulthood), race, and sexual orientation. A less common example is to examine the same individuals across different time-points (e.g., the experience of having a procedure that alters physical appearance, such as a cosmetic surgery or a mastectomy, could fundamentally change an individual’s understanding and experience of body image).
Measurement invariance can be determined at different levels, including configural, metric, scalar, and strict levels of invariance (for definitions and cut-off indices, see Swami & Barron, 2019), with scalar invariance typically considered a minimum threshold for comparison of latent means (Chen, 2007; Putnick & Bornstein, 2016). If scalar invariance is not achieved, response bias at the item level (i.e., differential item functioning or DIF) may be suspected (Zumbo, 2003). In this case, a partially invariant model may be identified by fixing the intercept for one or more items. In a partially invariant model, individuals with the same score on the latent variable achieve different scores on a differential item. Evidence of partial scalar invariance may be sufficient for comparison of latent means (Vandenberg & Lance, 2000). 
Assessment of measurement invariance is typically computed using either multi-group CFA (Chen, 2007, 2008) or multiple-indicators multiple-causes (MIMIC) modelling (Muthén, 1989). Each method has associated strengths and weaknesses (for a discussion, see Bauer, 2017). For categorical group variables (i.e., where clearly demarcated groups can be discerned, such as with comparisons across national groups), we recommend assessing measurement invariance using multi-group CFA. In multi-group CFA, the data from each categorical group are concurrently fitted to parallel models. As such, model parameters can be constrained to test increasingly restrictive models (e.g., to examine configural, metric, scalar, strict, and partial invariance). However, multigroup CFA does not accommodate continuous variables, such as age or body mass index. To examine continuous variables using multigroup CFA, it is first necessary to transform the data into discrete categories, but this may cause biased results or information loss (MacCallum et al., 2002). 
For researchers wishing to examine the effects of continuous variables, we recommend the use of MIMIC models (Muthén, 1989). In addition to accommodating continuous variables, MIMIC models are also advantageous in that latent factors can be regressed onto multiple predictors (which may include continuous covariates). To that end, MIMIC modelling can be used to evaluate DIF for multiple traits concurrently and can facilitate the identification of main effects and interactions (e.g., age, gender identity, age x gender identity; Woods, 2009). A further advantage of MIMIC modelling is that it may have greater power than multi-group CFA to detect DIF with smaller sample sizes (Muthén, 1989; Woods, 2009). 
However, there are also several disadvantages associated with MIMIC modelling, which lead us to recommend preferential use of the multi-group CFA approach for researchers investigating categorical variables. Briefly, because MIMIC models are applied to the entire population (rather than specifying a model for each group, as in multi-group CFA), MIMIC models presume configural invariance is met, which may not always be the case. In addition, while multi-group CFA allows for different factor loadings across two groups, factor loadings in MIMIC models are presumed to be constant, which means that non-uniform DIF cannot be identified using MIMIC modelling (Bauer, 2017). Given the relative strengths and weaknesses of the multi-group CFA and MIMIC approaches, some researchers have used a combination of the two methods (Tóth-Király et al., 2017) or alternative approaches such as Moderated Nonlinear Factor Analysis (Bauer, 2017), which interested readers may wish to explore.
2.12. Are test adaptation issues only of relevance to studies with different national or linguistic groups?
	In short, no. Test adaptation methods can be used anytime scholars wish to examine the equivalence of an instrument in any social identity group, such as racial and sexual minority groups within a nation. Where researchers have determined that a translation of an instrument is needed for a new social identity group, we recommend following the guidelines reported in Swami and Barron (2019) and supplemented above. Where a translation is not needed, researchers may proceed to an examination of measurement equivalence, while bearing in mind different analytic options that are available. For instance, in cases where there are good theoretical reasons to be believe that the factorial validity of scores on instrument are likely to be divergent in a new social identity group, scholars may wish to begin by using an EFA-to-CFA or ESEM approach. On the other hand, where theory points to factor structure equivalence, researchers may find it more useful to proceed to an examination of measurement invariance across social identity groups. In both cases, it is important that all decision-making is theoretically-driven and justified.
2.13. Are test adaptation issues only of relevance to body image instruments?
	We are being slightly facetious with this question: clearly, the issues we have discussed above and those covered in more detail in Swami and Barron (2019) are relevant when translating and validating a wide range of instruments assessing various constructs in the social sciences. While we have focused on issues directly relevant to body image given the focus of this journal, the same guidelines and recommendations apply equally to all manner of instruments, including those related to body image constructs (e.g., eating behaviours, disordered eating, weight stigma, self-objectification) and those that are not as closely aligned with body image research. Indeed, we encourage scholars from across disciplines in the social sciences not only to pay closer attention to issues of test adaptation, but also to persuade journal editors in various disciplines to provide adequate space for the reporting of test adaptation studies. Test adaptation studies remain an important component of research in the social sciences precisely because they are an important step in ensuring that historically marginalised populations are represented in ongoing research. When editors actively discourage test adaptation studies or refuse to consider such studies for publication, they do a disservice to the entire field (Ziegler, 2021).
3. Conclusion
Test adaptation studies play a crucial role in body image, particularly in terms of understanding the way hypothesised constructs are understood and experienced in different social identity, linguistic, national, and cultural groups. More broadly, test adaptation studies can ensure that understandings of body image are not constricted to particular identities and are instead inclusive and respectful of differences within and across groups. Body image researchers have a proud track record of giving voice to often marginalised groups but, to ensure that we keep doing so, researchers need to immerse themselves in developments in test adaptation theory. Indeed, as theory and practice continue to evolve, it is important that body image scholars develop a fuller awareness of, and keep up-to-date with, test adaptation methods. Having an understanding of these issues will help ensure that Body Image continues to enjoy success in its mission of considering and understanding issues dealing with “body image in diverse cultural contexts” (Cash, 2004, p. 3). 
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Figure 1. Example of a higher-order factor model in which items (I) load onto three factors (F), which in turn load onto a higher-order factor. Residual variances omitted for clarity. 
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Figure 2. Example of an orthogonal bifactor model where items (I) load onto specific factors (F) and a global factor. Residual variances omitted for clarity. 
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